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Abstract 13 

The Karhunen-Loeve based moment equation (KLME) approach proposed by Zhang and Lu 14 

[2004] has been extended to solving solute transport problems in randomly heterogeneous media. 15 

The KLME approach combines the Karhunen-Loeve decomposition of the underlying random 16 

conductivity field and the perturbative and polynomial expansions of other dependent variables 17 

including the hydraulic heads, flow velocities, dispersion terms and solute concentrations. The 18 

equations obtained in this approach are sequential and their structure is formulated in the same 19 

form as the original governing equations such that any existing simulator, such as MT3DMS, can 20 

be applied as the solver. Through a series of 2-D examples, the validity of the KLME approach is 21 

evaluated against the classical Monte Carlo (MC) simulations. Under all different flow and 22 

transport conditions considered in this work, the KLME approach provides an accurate 23 

representation of the mean concentrations. For concentration variances, the accuracy of KLME 24 

approach is reasonably good at a small conductivity variance. However, as the conductivity 25 

variance increases from 0.25 to 0.5, the mismatch between KLME and MC results becomes large. 26 

Our results also indicate that when the local dispersivities are relatively large, neglecting the 27 

effects of the cross terms between velocity fluctuations and local dispersivities, as commonly 28 
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done in previous studies, produces large errors on the concentration variances and a rigorous 1 

treatment of the dispersion terms is more appropriate. 2 

 3 

1. Introduction 4 

Subsurface fluid flow and transport processes often take place in a complex geologic 5 

setting where permeability, the key medium property in controlling flow and transport behaviors, 6 

exhibits a high degree of spatial variability and cannot be accurately characterized in all the 7 

details. As a result, our model predictions of flow velocities and solute concentrations are subject 8 

to a great deal of uncertainty. To address uncertainty in subsurface flow and transport modeling, 9 

stochastic approaches have been developed [Dagan, 1989; Gelhar, 1993; Cushman, 1997; Zhang, 10 

2002; Rubin, 2003]. Early stochastic transport research has emphasized on reproducing the 11 

ensemble averaged plume behaviors using effective macrodispersion coefficients [Gelhar et al., 12 

1979; Dagan, 1984; Neuman and Zhang, 1990]. Although the macrodispersion approach 13 

provides a reasonable representation of the gross spatial spreading of solutes due to random 14 

heterogeneity, it does not provide an estimation of the uncertainty associated with the mean 15 

predictions (e.g., fluctuations around mean concentrations or concentration variances). Since the 16 

early 1990s, concentration variance has become a subject of great interest in various studies 17 

[Dagan et al., 1992; Neuman, 1993; Kapoor and Gelhar, 1994a, b; Zhang and Neuman, 1996; 18 

Dagan and Fiori, 1997; Morales-Casique et al., 2006a, b]. It has been demonstrated that while 19 

local-scale dispersion has a relatively insignificant impact on the mean concentration predictions 20 

as compared to the field-scale heterogeneities, it can exert a strong influence on the 21 

concentration variance results.  22 
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Stochastic approaches can be generally sorted into two different frameworks, namely, 1 

Monte Carlo (MC) simulations and the moment equation (ME) approaches. Since the MC 2 

method is a brute force approach, it is computationally demanding for large-scale problems and 3 

it typically serves as a benchmark model for evaluating the accuracy of other approaches 4 

[Graham and McLaughlin, 1989; Hassan et al., 1998]. In the ME approaches the statistical 5 

moment equations are directly derived for model predictions using the perturbation technique 6 

[Neuman, 1993; Kapoor and Gelhar, 1994a, b; Zhang and Neuman, 1995, 1996; Hu et al., 1999; 7 

Morales-Casique et al., 2006a, b]. To mitigate the closure problems caused by neglecting the 8 

triplet term in the macrodispersive flux in the Eulerian approach, Hu et al. [1999] expanded the 9 

concentration as an infinite series instead of the mean and perturbation decomposition. The mean 10 

concentrations and spatial moments were solved in the Fourier-Laplace space up to different 11 

expansion orders in flow and transport, respectively. Morales-Casique et al. [2006a, b] present 12 

the first and second MEs for advective-dispersive transport and propose a higher-order iterative 13 

closure scheme for the special case of steady state flow with respect to the first order in log 14 

conductivity variance. Compared to the MC simulations, the perturbative moment solutions of 15 

stochastic flow and transport problems are formally limited to mild medium variability although 16 

data conditioning can certainly increase the effective range to some extent. More recently, 17 

Neuman [2006] suggests combining fractal and variational multiscale decomposition in order to 18 

extend the applicability of perturbative ME approaches in composite media where the 19 

heterogeneity can be arbitrarily large. In general, analytical solutions of the moment equations 20 

can be obtained with the aid of Green’s function for some limiting cases under simplified 21 

conditions. Numerical ME approaches are conceivable, but the computational effort increases 22 

rapidly with the size of the problem, thus limiting its applicability to large-scale problems. 23 
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In recent years a new class of stochastic approaches have been developed that rely on the 1 

Karhunen-Loeve (KL) decomposition of the underlying random fields [Ghanem and Spanos, 2 

1991; Ghanem and Dham, 1998; Zhang and Lu, 2004]. Unlike the conventional ME ones, the 3 

KL-based approaches do not require solving the covariance and cross-covariance matrices 4 

directly and thus become more efficient computationally. Ghanem and Dham [1998] combined 5 

the KL decomposition of random intrinsic permeability field and orthogonal polynomial chaos 6 

expansions of other stochastic dependent variables and applied the KL/polynomial chaos method 7 

to a 2-D multiphase flow problem. Zhang and Lu [2004] proposed to integrate the KL 8 

decomposition with perturbative and polynomial expansions of other stochastic dependent 9 

variables, and the resulting methodology was referred to as KLME. In contrast to the 10 

KL/polynomial chaos method where equations of different orders are interactively coupled, the 11 

equations in the KLME approach are recursive and can be solved sequentially from low to high 12 

orders. The KLME approach has been applied to different types of problems including 13 

conditional simulations, saturated-unsaturated, steady-state two-phase and unconfined flow [Lu 14 

and Zhang, 2004; Yang et al., 2004; Chen et al., 2005; Liu et al., 2006]. 15 

Motivated by the recent success in its flow applications, we extend the KLME approach 16 

to stochastic solute transport problems. Both the mean concentrations and concentration 17 

variances are estimated in this work. Due to its importance, local dispersion is included and 18 

implemented in a rigorous manner. Previous studies [Kapoor and Gelhar, 1994a, b; Zhang and 19 

Neuman, 1996; Hu et al., 1999; Morales-Casique et al., 2006a, b] have treated local dispersion 20 

as either given constants or a linear function of mean flow velocities. In this work we shall 21 

demonstrate that this simple approximation has somehow underestimated the heterogeneity 22 

effects on dispersion and can produce inappropriate results under certain circumstances.  23 
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The remainder of paper is organized as follows. We begin by describing the mathematical 1 

model that we solve for solute transport under advection, dispersion and external sinks/sources. 2 

Next, we present the theoretical derivations of stochastic transport formulations using the KLME 3 

approach and describe their solution procedure. Finally, we evaluate the validity of KLME 4 

approach in a series of 2-D examples by comparing to the MC simulation results. 5 

2. Methodology 6 

2.1. Mathematic Model 7 

The transport of a conservative solute in 3-D groundwater flow is given by the advection-8 

dispersion equation with possible external sinks/sources, 9 

( ) ( ) ssCqtCtvtCtD
t

tC
+⋅∇−∇⋅∇=

∂
∂ ),(),(),(),(),( xxxxx  ,   (1a) 10 

subject to following initial and boundary conditions, 11 

 ),()0,( 0 xx CC =     ∈Ωx ,     (1b) 12 

 ),,(),( tCtC D xx =     DΓ∈x ,    (1c) 13 

 ),,( )(),(),( tFtCtD xxnxx −=⋅∇   NΓ∈x ,    (1d) 14 

where C is the solute concentration; D is the hydrodynamic dispersion tensor; v is the pore water 15 

velocity vector )),(),,(),,(( tvtvtv zyx xxx T (where superscript T indicates transpose); qs and Cs 16 

are the flow rate and solute concentration in the sinks/sources; x is the vector of spatial Cartesian 17 

coordinate ),,( zyx T; t  is time; 0C  is the initial concentration in the transport domain Ω; 18 

),( tCD x  is the specified concentration on the Dirichlet boundary segments ГD; F(x, t) is the 19 

dispersive flux across Neumann boundary segments ГN; and )(xn  is an outward unit vector 20 

normal to the boundary ГD ∪ ГN. For simplicity, the spatial and temporal indices x and t are 21 

omitted in the remainder of paper. 22 
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The hydrodynamic dispersion tensor, D, in a locally isotropic medium, with an 1 

accommodation made for different orthogonal transverse dispersivity values, can be expressed as 2 

[Burnett and Frind, 1987], 3 

( ) *222 DvvvvD zTVyTHxLxx +++= ααα , 4 

( ) *222 DvvvvD zTVxTHyLyy +++= ααα , 5 

( ) *222 DvvvvD yTVxTHzLzz +++= ααα ,  6 

( ) vvvDD yxTHLyxxy αα −== ,  (2) 7 

( ) vvvDD zxTVLzxxz αα −== ,          8 

            ( ) vvvDD zyTVLzyyz αα −== ,  9 

where vx, vy, and vz are the components of the pore water velocity v and |v| is its magnitude; Lα  is 10 

the longitudinal dispersivity; THα  and TVα  are the transverse dispersivities in the horizontal and 11 

vertical directions, respectively, and *D  is the molecular diffusion coefficient in porous media. 12 

 Due to the uncertainty associated with the hydraulic conductivity (or permeability), the 13 

hydraulic head and pore water velocity become stochastic, and so does the concentration of 14 

solute that is moved by flow. The external sink/source term qsCs is assumed to be deterministic. 15 

The objective of this work is to solve for the mean solute concentrations and the errors associated 16 

with mean predictions through concentration variances. Stochastic solutions of flow problems 17 

using the KLME approach can be found in our previous work [e.g., Zhang and Lu, 2004; Lu and 18 

Zhang, 2004; Liu et al., 2006] and are thus not repeated here.  19 

 20 
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2.2. Karhunen-Loeve Expansion-Based Moment Equations (KLME) 1 

To solve (1) using the KLME approach, we first expand the stochastic variables C, D, v 2 

as an infinite series, 3 

 ∑
∞

=
=

0

)(

m

mCC , ∑
∞

=
=

0

)(

m

mDD , ∑
∞

=
=

0

)(

m

mvv ,      (3) 4 

where )(mC , )(mD  and )(mv  are the mth-order expansions with respect to the standard deviation of 5 

log hydraulic conductivity, Yσ . The detailed expressions of )(mv  can be found in Lu and Zhang 6 

[2004]. The derivations of )(mD  are provided in Appendix A for m up to the third order. It is 7 

noteworthy that in previous studies [Kapoor and Gelhar, 1994a, b; Zhang and Neuman, 1996; 8 

Hu et al., 1999; Morales-Casique et al., 2006a, b], the dispersion tensor D  has been treated as 9 

given constants or linear functions of mean flow velocities, and therefore the effects of velocity 10 

variations on D  are disregarded arbitrarily. As will be demonstrated in the following sections, 11 

this approximation, equivalent to using )0(D  to approximate D  in (3), may become problematic 12 

in certain cases where higher-order )(mD  arising from the velocity fluctuations are significant.  13 

Substituting (3) into (1a) and rearranging the summations, one obtains, 14 
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.    (4) 15 

Note that the external sink/source term is assumed to be deterministic and can thus be grouped 16 

with 0th-order terms and that relaxing this assumption is straightforward [Zhang, 2002]. One can 17 

separate (4) at different expansion orders with respect to Yσ : 18 

0th order: 19 

 ( ) ( ) ssCqCvCD
t

C
+⋅∇−∇⋅∇=

∂
∂ )0()0()0()0(

)0(

,     (5a)  20 

subject to initial and boundary conditions, 21 
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 ),()0,( 0
)0( xx CC =     ∈Ωx ,     (5b) 1 

 ),,(),()0( tCtC D xx =     DΓ∈x ,    (5c) 2 

 , )()0()0( FCD −=⋅∇ xn    NΓ∈x .    (5d) 3 

1st-order: 4 

( ) ( ) )1()1()0()1()0(
)1(

gCvCD
t

C
+⋅∇−∇⋅∇=

∂
∂

 ,     (6a) 5 

subject to 6 

 ,0)0,()1( =xC      ∈Ωx ,     (6b) 7 

 ,0),()1( =tC x      DΓ∈x ,    (6c) 8 

 ),()( )0()1()1()0( xnxn ⋅∇−=⋅∇ CDCD   NΓ∈x ,    (6d) 9 

where  10 

( ))0()1()0()1()1( CvCDg −∇⋅∇= .       (6e) 11 

Similarly one can derive equations at higher expansion orders. Refer to Appendix B for the 12 

equations at the 2nd-, 3rd- and general mth-orders, m ≥ 1. Equations (5) – (6) and (B1) – (B9) are 13 

in principle equivalent to the formulations solved by Hu et al. [1999] except that our equations 14 

have been reformulated into the original form (1) with the stochastic D and v replaced by 15 

deterministic D(0) and v(0). The terms involving higher-order D(m) and v(m) at m ≥ 1 are lumped 16 

into the randomness terms g(m). 17 

Unlike that in Hu et al. [1999], in the KLME method the higher-order stochastic 18 

expansions (6) and (B1) – (B9) are not used to formulate the corresponding moment equations, 19 

which can lead to a large dimensionality as mentioned in Introduction. Instead, similar to the 20 

KLME flow approach [Zhang and Lu, 2004; Liu et al., 2006], we further expand C(m), D(m) and 21 

v(m) in terms of the orthogonal standard random variables, 22 
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where )(
,...,, 21

m
iii m

C , )(
,...,, 21

m
iii m

D  and )(
,...,, 21

m
iii m

v  are all deterministic functions; i1, i2, ···, im are referred to as 3 

expansion modes at the mth order; 
jiξ  are the orthogonal standard random variables. As shown in 4 

Lu and Zhang [2004] and Appendix A, )(
,...,, 21

m
iii m

D  and )(
,...,, 21

m
iii m

v  can be calculated after stochastic 5 

head solutions are obtained. )(
,...,, 21

m
iii m

C  are the quantities to be solved for in this work as they 6 

provide the basis to estimate the mean concentrations and concentration variances (as well as 7 

other higher concentration moments).  8 

 Substituting (7) into (6) and dropping the independent set }{ iξ , one obtains the following 9 

equations for )1(
iC  at the first order mode i,  10 

( ) ( ) )1()1()0()1()0(
)1(

iii
i gCvCD
t

C
+⋅∇−∇⋅∇=

∂
∂

 ,     (8a) 11 

subject to  12 

 ,0)0,()1( =xiC      ∈Ωx ,     (8b) 13 

 ,0),()1( =tCi x      DΓ∈x ,    (8c) 14 

 ),()( )0()1()1()0( xnxn ⋅∇−=⋅∇ CDCD ii   NΓ∈x ,    (8d) 15 

where  16 

( ))0()1()0()1()1( CvCDg iii −∇⋅∇= .       (8e) 17 

Similarly one can derive the equations at higher expansion orders and modes. Refer to Appendix 18 

B for the equations at the 2nd, 3rd and general mth modes i1, i2, ···, im, m ≥ 1. 19 
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Once the deterministic coefficients )(
,...,, 21

m
iii m

C  are calculated, one can easily compute the 1 

mean concentration and concentration variance by algebraic operations. For example, up to the 2 

third order in Yσ ,  3 

 ∑
=

≈
3

0

)(

m

mCC .          (9) 4 

The mean concentration can be approximated as, 5 

 >< C  ≈ ><∑
=

3

0
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m
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1
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iiCC ,    (10) 6 

where the first term in the right-hand side is the zeroth-order mean concentration solution and the 7 

second term represents the second-order correction. The terms )2(
, jiC  for i j≠  disappear because 8 

of 0>=< jiξξ . The first-order correction to the zeroth-order mean is zero due to 0>=< iξ .  9 

From (9) and (10), one can write the perturbation term up to the third-order in Yσ  as, 10 

 ><−=′ CCC  ≈ ∑∑
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==

−
1
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m

m CC .       (11) 11 

The concentration variance can be calculated by squaring (11) and then taking the ensemble 12 

mean, 13 
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where the first term in the right-hand side is the concentration variance up to the first order in the 15 

variance of log conductivity 2
Yσ , and the second and third terms represent the second-order 16 

corrections in 2
Yσ .  17 

Equations (5), (8), and (B10) – (B18) have the same structure as the original transport 18 

equation (1). Therefore, any existing simulator, such as MT3DMS [Zheng and Wang, 1999], can 19 
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be directly used to solve )(
,...,, 21

m
iii m

C . Moreover, due to the same structure of these equations, the 1 

left-hand-side coefficient matrix remains unchanged across simulator calculations at different 2 

expansion orders and modes, which further allows us to increase the computational efficiency of 3 

the KLME approach. Because of the recursive nature, solving (5), (8), and (B10) – (B18) is a 4 

sequential process from low to high expansion orders. At the same order, the equations are 5 

independent of each other, a feature that enables potential parallel computing for large-scale 6 

problems. In this work, )(
,...,, 21

m
iii m

C  is evaluated up to the third order. The appropriate solution 7 

procedure is: 1) at the current time step, solving the zeroth-order equation (5), 2) solving (8) for 8 

)1(
iC  at the 1st order for different modes i, 3) continuing the solutions at the 2nd and 3rd orders 9 

(B10 – B13), 4) computing the mean and variance of concentration using (10) and (12), and 5) 10 

adding a time increment and repeating steps 1) – 4), if needed. A new code called “MT3DMS-11 

STO” has been developed to implement numerically the stochastic formulation presented here, in 12 

which MT3DMS is employed as a subroutine to calculate )(
,...,, 21

m
iii m

C . 13 

3. Illustrative Examples 14 

The validity of the KLME approach for stochastic uncertainty analysis in solute transport 15 

modeling is evaluated through a series of 2-D numerical experiments. Results from the proposed 16 

methodology are compared to those from the classical MC simulations. The log-transformed 17 

random hydraulic conductivity field is assumed to be second-order stationary and follows a 18 

separable exponential covariance function, 19 

 ]
||||

exp[),( 21212
21

yx
YY

yyxx
C

ηη
σ

−
−

−
−=xx ,     (13) 20 
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where x1 =(x1, y1) and x2 =(x2, y2) are any two points in the simulation domain, xη  and yη  are the 1 

correlation lengths at x and y directions, respectively. In following examples, the correlation 2 

lengths are set equal to 1== yx ηη  m, and the variance 2
Yσ  varies from 0.25 to 0.5.  In the MC 3 

simulations 5000 realizations are used. In the KLME approach )1(
1i

C  are calculated for the first 4 

100 modes, 1i  = 100,1  at the first order; at the second order, )2(
, 21 iiC are calculated for the first 40 5 

by 40 modes, 1i , 2i  = 40,1 ; and at the third order, )3(
,, 321 iiiC are calculated for the first 20 by 20 by 6 

20 modes, 1i , 2i , 3i  = 20,1 . Consequently, the total number of mode calculations is 2020. 7 

Compared to those in the flow cases [Zhang and Lu, 2004; Liu et al., 2006], we used a larger 8 

number of modes in order to assure the converged statistics for )(
,...,, 21

m
iii m

C . 9 

3.1. Numerical Model Setup 10 

 The flow and transport domain is 30 m long by 10 m wide (Figure 1). There is no flow 11 

across the northern and southern boundaries; on the eastern boundary the hydraulic head is 12 

prescribed as constant at 10.0 m; on the western boundary there is a specified influx Q (i.e., 0.01 13 

m3/d) determined such that an average hydraulic gradient of 0.001 is achieved in the mean flow 14 

direction. In the numerical simulations the flux Q is represented by a series of injection wells in 15 

the boundary cells. The model is discretized into a block-centered finite difference grid of 121 16 

columns and 40 rows with uniform cell dimensions of 0.25 m by 0.25 m (one extra column 17 

added to due to the particular eastern and western boundary configurations). As a result, one 18 

correlation length of log conductivity occupies 4 individual cells. The simulated flow field is 19 

confined and steady-state.  20 

In the transport simulations, zero concentration gradient is specified across all four 21 

boundaries (the dispersive boundary flux F is zero). To explore the effects of local dispersion, 22 
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the longitudinal dispersivity Lα  is varied from 0.025 m to 1.0 m while the dispersivity ratio 1 

between transverse and longitudinal directions ( LTH αα / ) remains constant at 0.1. All 2 

simulations employ a uniform effective porosity of 0.35, and a molecular diffusion coefficient of 3 

5.0×10-4 m2/d. To reduce the boundary effects, the initial source is placed 4.5 m downstream 4 

from the western border (Figure 1). Two different instantaneous source configurations are 5 

investigated: (1) point source in which the initial mass is distributed in a single cell and (2) line 6 

source in which the initial mass is distributed uniformly in a wide region over 2.5 conductivity 7 

correlation lengths (10 cells). Line A – A′ indicates where the simulation results will be analyzed 8 

in details. 9 

As in Liu et al. [2006], the stochastic expansions for hydraulic heads )(
,...,, 21

m
iii m

h  are solved 10 

by MODFLOW-2000 [Harbaugh et al., 2000]. For the stochastic expansions of solute 11 

concentrations )(
,...,, 21

m
iii m

C , as mentioned earlier, MT3DMS is used as the solver. A highly accurate 12 

third-order TVD scheme is selected for the advection term to suppress numerical dispersion and 13 

artificial oscillations. Other transport terms are solved by an implicit General Conjugate-Gradient 14 

(GCG) method. To further ensure numerical accuracy, the transport time step is bounded by a 15 

Courant number of 0.50. 16 

3.2. Results and Discussions 17 

3.2.1. 2
Yσ = 0.25, Point Source, Local Disperivities Varied 18 

In this case we consider a log conductivity variance 2
Yσ  of 0.25, which can be converted 19 

to a coefficient of variation of 53.3% for the original conductivity field before log transformation. 20 

The type of single-cell point source is examined here. Figure 2 displays the contours of mean 21 

concentrations from both MC simulations and the KLME approach at different dimensionless 22 
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times. The dimensionless time is defined as xtvt η/  ><=′ , which describes the number of 1 

correlation lengths solute plume has traveled in the mean flow direction up to time t. The 2 

longitudinal dispersivity is set equal to 0.2 m. Figure 2 indicates that compared to the MC 3 

solutions, the zeroth-order results, which are based only on the geometric mean conductivity 4 

field, overestimate solute spreading at the plume center while show underestimation towards the 5 

edges of plume. By adding the second-order correction, i.e., the second term in (12), the results 6 

are much improved and the match between the KLME approach and MC simulations becomes 7 

significantly better. Due to the anisotropy ratio of 0.1 between the transverse and longitudinal 8 

dispersivities, solute spreading is elliptical and elongated along the flow direction. The accuracy 9 

of the second-order KLME results to resemble those from MC simulations is consistently good 10 

in both transverse and longitudinal directions through different times.  11 

As shown in the previous section, an obvious advantage of the KLME approach is the 12 

ease at which concentration variance can be estimated by simple algebraic operations on the 13 

mode expansions )(
,...,, 21

m
iii m

C . Figure 3 plots the concentration variances calculated by the KLME 14 

approach and MC simulations at different times for the same settings as in Figure 2. To facilitate 15 

visual observations, only the second-order KLME results (with all three terms in (12)) are 16 

provided. It can be seen that despite some local mismatch, the overall concentration variability 17 

estimated from the KLME approach are in good agreement with the MC results. Owing to the 18 

effects of local dispersion and diffusion, the concentration variances are bimodal in the flow 19 

direction, indicating that solute concentrations have the largest variability in the limbs of plume 20 

where concentration gradient is high. The bimodal variance behaviors are also observed in 21 

Morales-Casique et al. [2006b]. 22 
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Figure 4 presents the mean concentrations and concentration variances along the profile 1 

A – A′ in Figures 2 and 3. Being consistent with the contours in Figure 2, the zeroth-order 2 

KLME mean concentrations show peaks that are higher than those from MC simulations and 3 

underpredict the solute spreading in the areas toward the outside plume edges. The second-order 4 

results show significant improvement over the zeroth-order ones and match the solutions from 5 

MC simulations very well at both plume center and the outside edges. The accuracy of KLME 6 

approach is well preserved through different times. For the concentration variances, the first-7 

order KLME results, which are based on the first term in (12) only, overshoot the bimodal peaks 8 

from MC simulations and undershoot the low values at plume center. The second-order 9 

corrections, i.e., the second and third terms in (12), help improve the solution accuracy by 10 

rectifying both the overestimation at the peaks and underestimation at the middle low values. 11 

Compared to the mean concentrations, the second-order improvement on concentration variances 12 

is to a lesser degree. This is consistent with the finding in Morales-Casique et al. [2006b] that 13 

while the mean concentrations can be reproduced adequately under certain circumstances, the 14 

errors in concentration variances by the perturbative methods are relatively higher. 15 

Figure 5 displays the standard deviation (
0/ CCσ ) and coefficient of variation 16 

(CV= /C Cσ < > ) of solute concentrations calculated by KLME at the plume center. Results are 17 

shown for three different sets of dispersivities and other model settings remain identical to those 18 

in Figure 2. Because of the decrease of concentrations, 
0/ CCσ  diminishes continuously with time. 19 

The rate of decline becomes smaller at later steps. When dispersion is large, the variability of 20 

solute concentrations reduces. Compared to 
0/ CCσ , CV offers a better indicator of the actual 21 

fluctuation of solute concentrations. It is of interest to note that instead of the continuous drop 22 

in
0/ CCσ , CV becomes more or less stabilized after 10  =′t  for all three sets of dispersivities 23 
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examined. At early times solute migration processes are pre-asymptotic and both 
0/ CCσ  and CV 1 

show large variations. 2 

As mentioned earlier, unlike the previous studies [Kapoor and Gelhar, 1994a, b; Zhang 3 

and Neuman, 1996; Hu et al., 1999; Morales-Casique et al., 2006a, b] where the local dispersion 4 

has been treated as given constants or simple functions of mean velocities, in this work we 5 

consider the effects of velocity variations upon local dispersion by including the higher-order 6 

)(mD  terms in the KLME formulation. Figure 6 compares the results between the case where 7 

only zeroth-order dispersion term )0(D  is used and the case where the higher-order terms )1(D , 8 

)2(D  and )3(D  are also included. The longitudinal dispersivity is 1.0 m and other settings remain 9 

identical to those in Figure 2. The mean concentrations did not show much change after 10 

including the higher-order dispersion terms and all the results are in excellent agreement with 11 

each other. For the concentration variances, however, without considering the contributions of 12 

higher-order dispersion terms, the computed values by KLME appear lagged behind consistently. 13 

The match on the bimodal peaks also deteriorates if only )0(D  is involved. Simulations using 14 

other dispersivities indicate that the effects of higher-order dispersion terms on concentration 15 

variances become less significant when dispersivities are smaller. 16 

3.2.2. Line Source 17 

To investigate the effects of different source configurations on the performance of the 18 

KLME approach, here we consider the line source and maintain other model settings the same as 19 

those in Figure 2. Figure 7 shows the results under the new source scenario. Compared to the 20 

previous single-cell point source, both the mean concentrations and concentration variances are 21 

larger in the line source due to more mass initially in the system. Nonetheless, similar 22 

observations can be made regarding the match between the KLME approach and MC simulations. 23 
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For the mean concentrations, the zeroth-order KLME results overshoot the high peak from MC 1 

at the plume center and undershoot the low values at the plume edges, and the second-order 2 

correction term is able to improve significantly the agreement in both areas. For concentration 3 

variances, the first-order KLME results overestimate at the bimodal peaks and underestimate at 4 

the middle low values and the second-order correction terms are capable of correcting both to a 5 

high degree. Despite the different source configurations, the coefficient of variation calculated at 6 

plume center is smaller for the line source than that for the point source, indicating that the 7 

prediction uncertainty gets reduced as the plume covers a larger portion of the flow field. 8 

3.2.3. 2
Yσ = 0.5 9 

In this section we explore the performance of the KLME approach when the conductivity 10 

variance 2
Yσ  is increased up to 0.5. The corresponding coefficient of variation is 80.5% for the 11 

original conductivity field. Figure 8 displays the mean concentrations and concentration 12 

variances calculated by the KLME approach and MC simulations at 2
Yσ = 0.5. Other settings 13 

remain identical to those in Figure 2. It is seen that when the conductivity variance increases to 14 

0.5, the second-order KLME results are still accurate in matching the mean concentrations from 15 

MC simulations. For the concentration variances, however, the match between the KLME 16 

approach and MC simulations becomes worse especially at the plume center. The second-order 17 

KLME corrections overpredict largely the middle low values from MC simulations. The 18 

constraint of conductivity variance on solution accuracy has also been observed in Morales-19 

Casique et al. [2006b] where the iterative perturbative solutions of advective-dispersive transport 20 

problems are found only applicable for 2
Yσ < 0.3. As mentioned in Introduction, this limitation 21 

may be conceivably overcome by the new multiscale decomposition approach proposed in 22 

Neuman [2006]. 23 
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3.2.4. Pumping Well Included 1 

To explore the performance of the KLME approach under the influence of external 2 

stresses, a pumping well is added and placed at the center of domain at a rate of 0.02 m3/d. An 3 

observation well is also put in 5 m upstream of the pumping well. The zeroth-order 4 

concentrations at 3  =′t  for the case in Figure 2 are applied as the initial distributed source. 5 

Other model settings are kept the same as those in Figure 2. Figure 9 shows the mean 6 

concentrations and concentration variances observed at the pumping and observation wells at 7 

different times. For the mean concentrations at the two wells, both the zeroth- and second-order 8 

KLME results are close to those determined from MC simulations, and the second-order 9 

correction yields some modest improvement. For concentration variances, the breakthrough 10 

curves are bimodal, the first-order results overshoot at the peaks and underpredict at the middle 11 

low values, and the second-order corrections are able to improve the match between KLME and 12 

MC simulations to a certain degree.  13 

At the pumping well the mean concentration peak arrives at approximately 1700 days 14 

after the start of model simulation. It can be seen that the largest variability of solute 15 

concentrations at the pumping well does not correspond to the breakthrough concentration peak. 16 

The first variance peak appears shortly before the mean concentration peak arrival (~ 1600 days), 17 

and the second shows up in later times after the main plume passes by (~ 3500 days). This is 18 

because the concentration fluctuations, as shown above, occur most significantly at the limbs 19 

instead of the center area on the spatial solute distribution. 20 

 21 

4. Summary and Conclusions 22 
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In this paper we have extended the Karhunen-Loeve based moment equation (KLME) 1 

approach proposed by Zhang and Lu [2004] to solving subsurface solute transport problems in 2 

randomly heterogeneous media. The KLME approach is based on an innovative combination of 3 

Karhunen-Loeve (KL) decomposition of the underlying random conductivity field and the 4 

perturbative and polynomial expansions of other dependent variables including the hydraulic 5 

heads, flow velocities, dispersion terms and solute concentrations. The equations obtained in this 6 

approach are recursive and can be solved sequentially from low to high orders. The structure of 7 

these equations has been formulated in the same form as the original governing equations such 8 

that any existing simulator, such as MT3DMS [Zheng and Wang, 1999], can be directly applied 9 

as the solver. The theoretical derivations presented in this work have been numerically 10 

implemented in a code called “MT3DMS-STO”. 11 

The validity of the KLME approach has been evaluated against the classical Monte Carlo 12 

(MC) simulations in a series of 2-D numerical experiments under different flow and transport 13 

conditions. In all different cases examined, the KLME approach yields a good representation of 14 

the mean concentrations from MC simulations after the second-order correction. For 15 

concentration variances, despite some local mismatch, the KLME approach is effective in 16 

describing the overall trend at the conductivity variance 2
Yσ =0.25. When 2

Yσ  is increased to 0.5, 17 

the differences on concentration variances between the KLME approach and MC simulations 18 

become substantial, suggesting a need for the third- and even higher-order corrections.  19 

Some specific conclusions can be drawn from the results of the 2-D examples in this 20 

work. First, the zeroth-order mean concentrations tend to overpredict at plume center and 21 

underpredict at the outside plume edges. The second-order KLME correction is able to rectify 22 

the mismatch in both areas. The agreement between the KLME approach and MC simulations is 23 
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consistently good through different times. Second, the first-order KLME concentration variances 1 

tend to overestimate the bimodal peaks calculated by MC at the limbs of plume where the 2 

concentration gradient is large. At plume center, the concentration variances are small and the 3 

first-order KLME results show underestimation. Similar to the mean concentrations, the second-4 

order correction terms are able to improve the variance mismatch at both the peaks and middle 5 

low values, but to a lesser degree. Third, when local dispersivities are large, the variability of 6 

concentrations becomes small. Neglecting the higher-order dispersion terms, as commonly done 7 

in previous studies [Kapoor and Gelhar, 1994a, b; Zhang and Neuman, 1996; Hu et al., 1999; 8 

Morales-Casique et al., 2006a, b], does not materially affect the mean concentration results but 9 

generates a large error on concentration variances. Fourth, in the line source case where more 10 

mass is initially distributed into the system, although the absolute magnitudes of mean 11 

concentrations and concentration variances increase, the actual variability of solute 12 

concentrations, measured by the CV, decreases as the initial plume size increases. Fifth, when the 13 

variance of random conductivity field increases from 0.25 to 0.5, the KLME approach is still 14 

accurate in representing the mean concentrations in MC. However, the mismatch on the 15 

concentration variances becomes more pronounced, especially at the middle low values where 16 

the second-order correction terms overpredict significantly. Similar constraint has also been 17 

observed in Morales-Casique et al. [2006b] where perturbative solutions of advective-dispersive 18 

transport problems are found applicable for 2
Yσ <0.3. This limitation may be overcome by the 19 

new multiscale decomposition approach proposed in Neuman [2006]. Finally, the validity of 20 

KLME approach maintains under the influence of a pumping well. The large concentration 21 

variances appear before and after the peak arrival on the mean concentration breakthrough curve 22 

at the pumping well. 23 
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Appendix A: Higher-order Expansions of Dispersion Tensor D 1 

Let vW 1= , 2
xx vU = , 2

yy vU = , 2
zz vU = , vvD xLxxL

2α= , vvD yTHxxTH
2α=  and 2 

vvD zTVxxTV
2α= , then 3 

WUD xLxxL α= , WUD yTHxxTH α= , WUD zTVxxTV α= ,    (A1) 4 

and 5 

*DDDDD xxTVxxTHxxLxx +++= .       (A2)  6 

By approximating the pore water velocities up to the third order in Yσ , W  can be expanded as, 7 

2
1222 )(1 −++== zyx vvvvW  8 

( ) 2
12)3()2()1()0(2)3()2()1()0(2)3()2()1()0( )()()( −

+++++++++++≈ zzzzyyyyxxxx vvvvvvvvvvvv  9 

( ) 2
1

)0(
11 −+= T

v
,         (A3) 10 

where  11 

2
1)0()0()0()0( )( zyx vvvv ++=  ,         (A4) 12 

and 13 

( ++++++= )()(21 2)1(2)1(2)1()1()0()1()0()1()0(
2)0( zyxzzyyxx vvvvvvvvv

v
T  14 

++++++ )(2)(2 )3()0()3()0()3()0()2()0()2()0()2()0(
zzyyxxzzyyxx vvvvvvvvvvvv  15 

))()(2 4)2()1()2()1()2()1(
Yzzyyxx Ovvvvvv σ+++ .      (A5) 16 

Applying Taylor expansion to (A3) and truncating it at the third order give, 17 







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5
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v
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Substituting (A5) in (A6) and separating W at different orders )(mW  yield, 1 

||
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5)0( zzyyxxzyxzzyyxx vvvvvvvvvvvvvvv

v
+++++++  8 

3)1()0()1()0()1()0(
7)0( )(
||2

5
zzyyxx vvvvvv

v
++− .      (A10) 9 

Up to third order in Yσ , 2
xU  can be approximated as,  10 

2)3()2()1()0( )( xxxxx vvvvU +++≈ .        (A11) 11 

Separating xU  at different orders gives, 12 

2)0()0( )( xx vU = ,          (A12) 13 

)1()0()1( 2 xxx vvU = ,         (A13) 14 

2)1()2()0()2( )(2 xxxx vvvU += ,        (A14) 15 

)2()1()3()0()3( 22 xxxxx vvvvU += .        (A15) 16 

xxLD  can be approximated as, 17 
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))(( )3()2()1()0()3()2()1()0( WWWWUUUUWUD xxxxLxLxxL ++++++≈= αα . (A16) 1 

Separating xxLD  at different orders gives, 2 

)0()0()0( WUD xLxxL α= ,         (A17) 3 

)( )0()1()1()0()1( WUWUD xxLxxL += α ,        (A18) 4 

)( )0()2()1()1()2()0()2( WUWUWUD xxxLxxL ++= α ,       (A19) 5 

)( )0()3()1()2()2()1()3()0()3( WUWUWUWUD xxxxLxxL +++= α .    (A20) 6 

Similarly one can formulate the expansions of xxTHD  and xxTVD  at different orders. xxD  7 

(equation A2) can then be approximated up to the third order in Yσ  as,  8 

)3()2()1()0(
xxxxxxxxxx DDDDD +++≈ ,       (A21)  9 

where 10 

*)0()0()0()0( DDDDD xxTVxxTHxxLxx +++= ,       (A22) 11 

)1()1()1()1(
xxTVxxTHxxLxx DDDD ++= ,        (A23) 12 

)2()2()2()2(
xxTVxxTHxxLxx DDDD ++= ,        (A24) 13 

)3()3()3()3(
xxTVxxTHxxLxx DDDD ++= .        (A25) 14 

Because of the identical structure as shown in (3), the above procedure applies exactly to the 15 

derivations of yyD  and zzD  and will be not repeated here. 16 

To derive the expansions for the cross terms ( ) vvvDD yxTHLyxxy αα −== , letting 17 

yxxy vvR =  and substituting in the velocity expansions up to the third order, and then separating 18 

it at different orders, one obtains, 19 

)0()0()0(
yxxy vvR = ,          (A26) 20 
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)0()1()1()0()1(
yxyxxy vvvvR += ,        (A27) 1 

)0()2()1()1()2()0()2(
yxyxyxxy vvvvvvR ++= ,       (A28) 2 

)0()3()1()2()2()1()3()0()3(
yxyxyxyxxy vvvvvvvvR +++= .      (A29) 3 

yxxy DD =  can then be approximated up to the third order in Yσ  as, 4 

)3()2()1()0(
xyxyxyxyyxxy DDDDDD +++≈= ,      (A30)  5 

where 6 
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))(( )0()3()1()2()2()1()3()0()3()3( WRWRWRWRDD xyxyxyxyTHLyxxy +++−== αα .  (A34) 10 

The derivations of zxxz DD =  and zyyz DD =  are similar and thus not repeated here. The 11 

expansion mode coefficients for the entire dispersion tensor )(
,...,, 21

m
iii m

D  can be directly obtained by 12 

substituting in the respective velocity expansion coefficients )(
,...,, 21

m
iii m

v  [Lu and Zhang, 2004]. 13 

Appendix B: Derivations of Higher-order Equations 14 

Separating (4) at the 2nd and 3rd orders, one obtains the following equations for 15 

concentration expansions C(2) and C(3): 16 
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gCvCD
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where  19 
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( ))1()1()0()2()1()1()0()2()2( CvCvCDCDg −−∇+∇⋅∇= .    (B3) 1 

( ))2()1()1()2()0()3()2()1()1()2()0()3()3( CvCvCvCDCDCDg −−−∇+∇+∇⋅∇= . (B4) 2 

In general, at mth-order, m ≥ 1: 3 

( ) ( ) )()()0()()0(
)(

mmm
m

gCvCD
t

C
+⋅∇−∇⋅∇=

∂
∂

,     (B5) 4 

subject to initial and boundary conditions, 5 
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The governing equations for the 2nd- and 3rd-order mode expansion coefficients )2(
, jiC  and )3(

,, kjiC  11 

are, 12 
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subject to initial and boundary conditions, 5 
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indices. Furthermore, due to the symmetry, we only need to solve )(
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zeroth-order solutions and solid lines for the results after the second-order correction in 8 
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Figure 1. Schematic diagram of model setup in the 2-D examples. Line A-A′ indicates where the 

simulation results are compared between the KLME and MC approaches in details.  
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Figure 2. Normalized mean concentrations ( >< 0/ CC ) calculated from MC simulations and the 

KLME approach at three different times: (a) t′ = 6, (b) t′ = 12, (c) t′ = 18. C0 is the initial source 

concentration. Filled contours stand for the results from MC simulations, dash lines for the 

zeroth-order solutions and solid lines for the results after the second-order correction in KLME. 

For reference, the initial source is also shown on (a).   
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Figure 3. Concentration variances ( 2
/ 0CCσ ) calculated from MC simulations and the KLME 

approach at three different times: (a) t′ = 6, (b) t′ = 12, (c) t′ = 18. To facilitate visual 

comparisons, only the second-order results are shown in the KLME approach.  
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Figure 4. The means and variances of concentrations along the profile A-A' at three different 
times in Figure 2: (a) t′ = 6, (b) t′ = 12, (c) t′ = 18. The legends for (b) and (c) are provided in (a). 
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Figure 5. The standard deviation (

0/ CCσ ) and coefficient of variation (CV) at plume centers 
calculated in the KLME approach at different dispersivities. 
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Figure 6. Comparisons of the mean concentrations and concentration variances calculated by the 
KLME approach between the case where only zeroth-order dispersion term )0(D  is used and the 
case where the higher-order terms )1(D , )2(D  and )3(D  are also included. Results are shown for t′ 
= 12. 
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Figure 7. Calculated results in the wide source: (a) >< 0/ CC  and (b) 2

/ 0CCσ along the profile A-
A' at t′ = 12, and (c) CV at plume center through different times. The legend for (b) is provided in 
(a). The CV calculated for the square source is also shown for comparison.  
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Figure 8. The means and variances of concentrations along the profile A-A' at t′ = 12 when 2

Yσ  
is increased to 0.5.  
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Figure 9. The breakthrough curves for the mean concentrations and concentration variances at (a) 
the pumping well and (b) the observation well. The legend for (b) is shown in (a). 
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